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Abstract- An optimum DFT-modulated filter bank with sharpris@tion band as a non-linear optimization has
been formulated .The design of this filter is vexpensive by the standard method ,and hence thaeney
response masking(FRM) technique is developed st asduce the complexity in the design process. An
effective approach is proposed to solve this oitidn problem. To illustrate the effectivenesshef proposed
method, simulation examples are presented

Index Terms- FIR filters ,FRM technique.
existing optimization methods. To overcome this

difficulty, the frequency response masking (FRM)

1. INTRODUCTION ) L i
_ ) ) technique is introduced for the design.[14,15,1F-19
Today’'s world thrives on information exchange.

Hence the need of the day is that t_he informatien .bl'he FRM technique to the design of oversampled
protected well enough to be transmitted over aynois

environment multi rate filter banks are driven byPFT modulated fi-lter banks Wit_h sharp transitiqn
emerging new applications. bands.Many algorithms are available to solve this

In multi rate filter banks, the input signalsclass of problems. The most common one is the
are divided into multiple sub band signals and ardiscretization method.[21] In this paper we simedhat
processed by the analysis filters. Then, theseatign a DFT filter bank using MATLAB.
are down sampled by a decimator. The desired sgnal
are then recovered from the processed Sub bagd CONFIGURATION OF EIR EILTER
signals by the synthesis filters. If the recovered pBaNK

factor ant 2 deay o o fier bank i refétg a5 T, CONGUTAION of an oversampled NPR DFT-
) ’ i modulated FIR filter bank (i.e. D < M) is depictad

having the perfect reconstruction(PR) property. Thpig_ 1. The input signal X(z) is divided into M

uniformly decimated filter banks with PR propertga channels. In each channel, the signal is filtergc

of great interest in sub band coding[1-4]. Designanalysis filter and then decimated by a factor BeA

based on the PR reconstruction condition typicallthe decimation, the signaIXm(Z), m=0,1,..., M

allow considerable aliasing in each of the sub band ;1 are interpolated by the same factor D and then

signals. However, the sub band processing block méijtered by the synthesis filter bank. We can esgre

be sensitive to aliasing in the sub band signalso,A this process by the following equations

the sub band processing block may distort theiatias 124

components in the sub band signals in such a waty tth(Z) :Bz Hm(zllDWS)x(ZUWS) 1)

the effectiveness of alias cancellation is reduced. 9=

In, the design of a filter bank is formulated M -1
as a convex programming that is then solved by th¥(z) = ZYm(Z)Gm(Z)
semi-definite programming approach. The filter bank m=0 )

is required to have a good selectivity propertyus;h j M-l

the transition band of the prototype filter is rizgd to = de_(:) X (ZWDd)mZO Hm(ZVVDd )Gm(z)
be sharp. However, it is well known[16] that the _ —j2mD
complexity of an FIR filter is inversely proportiainto WhereW,, =€ '
its transition width. Thus, the design of a filteaink

with sharp transition band may require the lendgth o

the prototype filter to be substantially longer. As

consequence, the corresponding optimization problem

may become too large to be solved successfully by
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From (8) and D< M, we know that the passband of

éﬁE iy |—f o P w0 P e | P(z'W,') will fall into the stopband of
] i | o R0 1M g | P(2W,"WS),d =1, ..., D - 1, and vice versa.
Thus, the term P(2W,"™WS)P(Z™'W,}") be
L it }ﬁ| 0 }xw(z)} e IVMZ) } G“”(”I @ﬂ neglected when the stopband ripple of P(z) is very
small and hence
Fig.1 M channel D decimated filter bank. Td (Z) 0 O,d =1.D-! (11)

SubstitutingT, (2) [ O into (8), we obtain

Let the impulse responses dfl_(z)and G_(2) be T TY. L
p p m( ) m( ) Y(Z)D %Z (Lp l)ZWM (L, l)P(Z)P(Z-l)X(Z)

h,(n)and g,(n),m=0,1,..., M-1,n=0,1,.. ~

., L, =1, respectively. We consider the analysis and =T, (2)X(2) (12)

synthesis filters that are exponentially modulaitgch Where

single real-valued FIR prototype filter p [n] given 1 L% ot _ _

below To(d) =52 W RN P(Z W)
m=0

— j(2mmniM) (13)
[l =dne 3 In some applications, (see, for example, [15]), the
gm[n] =d Lp -1-n gl (2m/M) (4) analysis filter bank and the synthesis filter bamk

. required to possess a very good frequency selggtivi
Let the transfer function of p[n] be P(z). Thene th 3ng hence a sharp transition band of the prototype
transfer function of (3) and (4) can be rewrittsn a  fjjter that is, a smallp . From [16], we see that the

H.(2) = P(ZVVI\;m) (5)  length of the optimal prototype filter is inversely
— _~(L,=1x p~m(L,-1) A proportional to its transition width. In other wardo
Gm(_z) =z )WM i P(Z_ J\NM) o 6) achieve a sharper transition band, a longer len§th
The ideal low-pass prototype filter P(z) is given b the filter is needed. Thus, the design of a prqety
. filter P(z) with small 0 in (8) can be very expensive.
1 ifOswsm/M @) P in (@) yexp

P w 7 In the following section, we will introduce the FRM
| ideal (e )|: . ( )
0 ifr/IM<wsmT technique to overcome this difficulty.

However, this ideal filter cannot be realised. Thus

relax the magnitude response of P(z) as follows 3. FRM TECHNIQUE ] )
The basic structure of a filter synthesised usimg t

1 ifosws< d-p)r FRM Technique was introduced in [16], which is

iw M shown in Fig. 2. From Fig. 2, we observe that the
|PE™)F 1+ p)1T (8) delay of the interpolated base linear phase fiia)
0 if Tp <W< T in the upper branch is replaced by L delays. Thes,

cascaded with a masking filtdr,,, () . In the lower
branch, the delay of the Complementary interpolated
suppose tha((1+,0)7T/ M ) < (77/ D) base filter F,(z) is replaced by L delays and then
Substituting (5) and (6) into (2), we obtain

I RIS d\ Ny p -l 1)
Y(z)—Bz DX (W)W,
d=0 m=0

where O is the so-called roll-off factor. Here, we

cascaded with a masking filtdt,,. (2) .

That is
xP(2W, "W )P(z" W, ™) © P(2=F(")F, (9+F.()F,.(2 (19
D-1
:%z_““‘”z 7,(2) X (2WY) Where| F (e™) |+ |F, ") E 1 (15)
d=0

If F(z) is a linear symmetric FIR filter with odader
L. , then we can choosk_(2) as

M-1
T,(29) = ZW'\;m(Lp—l)P(z\N,\;"Wg)P(Z_J\N,\:In), F.(2) =22 -F(2)

m=0

Where

There are two ways to choose the transition band of
d=1...D-1 10 P(2) as illustrated in Fig. 3. From Fig. 3c andwe
see that the transition band of P(z) is providedeei
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by F(z") or F_(Z"). The first case is referred to as 2k7T< R (2k + L)

Case A, whereas the second case as Case B. They ale

depicted in Fig. 3c and d, respectively. Note that
transition width of P(z) is narrower than that &)}
by a factor of L. Clearly, the complexity of F(zarc
be reduced by increasing the length of L. But tiis
increase the complexity of the two masking filtdfs.
the transition width is not required to be too ghar
when compared with the pass band, then it suffices
use the upper branch and discard the lower bran
This will significantly reduce the number of
coefficients in the overall filter.

) Fule)
= fudd) —(D—>

Fig.2 Configuration of the design filter with sharp
bands utilising FRM technique

d

0 i

Fig.3 Magnitude response functions in the FRM tepe (a )Base
filter (b)Interpolated base filter (c)Transitionrzhof P(z) provided
by Fua(z) (d)transition band of P(z) provided by.z)

Case 1: L=kM (k= 1 is an integer). From Fig. 3b, we
see that77/ M =K/ L is the centre of the filter

F(e") or F.(e"). However, 3 dB attenuation
point of the prototype filteP(e') is located at
T

Wagg i V

and, one of the centre frequencyle{e™) or

F_(e")transverses the frequencyV,,, of the

M L
In Fig. 3, we see that the transition bandRffe’") is

determined by=_(€'") , that is, Fig. 3d is used. Let
w, =(1-p)TIM ,w, = 1+ p)T /M ,and letd

and @ be the pass band edge and the stop band edge
§f F(e") .Furthermore, let

m=[w,L/ 27|

where I_WSL / 27T_| denotes the smallest integer
larger thanw,L / 277. Then

=2mmr-wL, @=2mr-w.L

Case 3: L =(2k + 1)M +'Kk > 1 is an integer and
1<K <M). Since L = (2k + 1)M +kwe have

(2k+1)77<£< (K + 2)y7

L M L
Thus, the transition band d?(e'") is determined by
F(e") .Thatis, Fig. 2c is applied. Let
m=| w,L/(27)]
where LWpL / (27T)J denotes the largest integer less
than w L /(277). Then

@=w,L-2mm, @=wL -2mr

Case 4: M > L. Since M> L77/ M <77/ L. In this
case, only the upper branch of Fig. 2 is used. iBhat

P(2) =F(2')F.(2) (16)
In this case,
6=w,L, p=wL
Suppose that the lengths oF (2),F,,,(z) and
Fu.(2)are Lg,L,, andL, and L,, =L,
respectively. Let N be the total number of distinct
coefficients of P(z). ThenN =L +2L,,, . Let
_ (W, W)

201M

0o

where @, (W, W,) is given in Appendix of [16]. If

2p/M <0.2thenL. I N, /L. From [16], the

transiton band of the desired prototype filtefoptimal L is given by

P(e"). Clearly, this case is unrealisable by the|
0

FRM technique.
Case 2: L = 2kM + k(k > 1 is an integer and 4 k'<
M). Since L = 2kM + kand 1< k'<, M, we have

0 1(2,0 IM Y2
2 (17)

If M <L,,, then either Case 2 or 3 can be applied.

if M>L

opt » Case 4 will be used. Otherwise, which
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case is to be applied will be determined by the Rincl Avelysia
problem concerned. 2 — .
If Case 2 or 3 is applied, then
N8N Y?p/M (18)
If Case 4 is applied, then

2 1

NLO|——-—|N 19
(25N e

From (18) and (19), we see that if the transiticdthv
is sharp (i.e.0 is sufficiently small), the number of
the distinct filter coefficients designed by theMfR
technique is far smaller than those obtained by
standard methods, such as the one reported in [16].

MSE [dB]

4. PROTOTYPE FILTER DESIGN

Suppose thal, —1 is a multiple of M . Then, the

overall transfer functionT,(€") of the filter bank
can be simplified to

| |
0 &0 100 180 20 A0 300 3|0 400 450 500

-16 .

Mumber of iterations, k

. 1 g oMt p
TO (e‘W) = B e (ko= Z P(e’“\NM m) P(e JW\N,\:ln Fig.5 Ripple Analysis of the filter.
m=0

M-1
_ % g MUY | p(eitnemy p 5.CONCLUSION
m=0

In this paper, we have developed a new method for
(20)  the design of an FIR filter bank with a sharp titos
From (20), we know that there is no phase distortiopang by utilising the FRM technique. First, the
in To(ejW)_ According to (11), the overall aliasing relationship between the interpolator in the FRM

) structure and the channel number of the filter bank

transfer functionT, (2) can be controlled by proper was established. Then, the design of such a bk
design of the stopband (Ff(z), was formulated as a non-linear optimisation problem
with continuous inequality constraints.
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